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ABSTRACT
Large Language Models (LLMs) demonstrate proficiency in han-
dling fundamental programming problems but struggle with com-
plex programming in new types. The study presents KareCoder,
integrating programming knowledge into code generation. Initial
tests reveal KareCoder’s significant success in the Pass@1 metric
for complex competitive programming problems.

1 INTRODUCTION
Code generation has attracted academic and industrial attention.
The effectiveness is linked to the size of models, dependency on
vast <Text,Code> pairs and significant computational resources.
However, the transparency of the specific training data is often
lacking. Furthermore, current datasets like APPS [1] and MBPP [2],
are confronted with benchmark leakage [3] issues in LLMs.

To tackle the benchmark leakage, we createded CodeF dataset,
split into two part based on ChatGPT 3.5’s [4] training data cutoff,
September 2021. Using ChatGPT to generate code on the Simple,
Medium and Hard subsets of the two parts, the Pass@1 on CodeF
pre2021-9 reached 50.3%, 11.1% and 4.7%, respectively, while they
achieved 26.1%, 7.0% and 6.0% on CodeF post2021-9, the former part
exhibits an average relative improvement of 69.1% in the Pass@1
metrics over the latter. This highlights LLMs’ ability to learn from
exposed problems but still lack in learning problems that are novel.
Enhancing LLMs performance remains a challenge, we anticipate
that introducing contextual knowledge will prompt LLMs.

We introduce KareCoder, a tool to assist generating complex
code for programming problems involving the use of diverse algo-
rithms and data structures, similar to competition-level problems.
Initially, a dataset encompassing algorithms and data structures
tags and a Knowledge Library are constructed. KareCoder leverages
these to enhance LLMs’ planning and integrate knowledge. Subse-
quently, KareCoder amalgamates knowledge to generate step-by-
step prompts, guiding the final code generation. Initial evaluations
demonstrate KareCoder’s effectiveness.
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2 DATASET AND KNOWLEDGE LIBRARY
2.1 CodeF Dataset
To avoid benchmark leakage[3] and incorporate programming
knowledge, we created CodeF. This dataset is informed by the
methodologies and insights gained from creating the TACO dataset
[5]. CodeF is annotated with algorithms and data structures tags
and problems release time tags, comprises 1,523 problems across
33 tags, 805 before and 718 after the September 2021 cutoff.

In data collection phase, considering anti-crawling measures and
the need of tags, we selected Codeforces. Additionally, We cleaned
the data by removing comments and duplicates and confirmed
accuracy with unit tests. During data processing stage, we divided
CodeF into two subsets: CodeF pre2021-9 and CodeF post2021-9
based on the September 2021 cutoff time for ChatGPT 3.5’s training
data. Furthermore, we conducted an analysis of both subsets to
verify and ensure their consistency, focusing on the distribution of
algorithms and data structures tags, average number of problems’s
tokens and tags.We categorized problems according to the difficulty,
delineating three subsets of difficulty: Simple, Medium and Hard.

2.2 Knowledge Library
To integrate knowledge into the model, we structured the Knowl-
edge Library around the 33 tags of CodeF as a useful supplement
to LLMs. We employed dictionary method for one-to-one match-
ing of tags and knowledge, e.g.“tag”: “knowledge”. We developed
three Knowledge Library versions: Knowledge Description, Knowl-
edge Pseudo-Code, and Knowledge Step of Pseudo-Code. In tests,
KareCoder with Knowledge Description performed best.

3 METHODOLOGY
As illustrated in Figure 1, we developed a ChatGPT-based tag gen-
erator preceding KareCoder to provide tags for problems lacking
them, essential for integrating knowledge into KareCoder. We eval-
uated the tag generator’s accuracy with Cohen’s Kappa and manual
evaluation methods. KareCoder operates in two phases: prompt en-
gineering stage and coding stage, eachwith tailored system prompts
and one-shot examples for improved efficiency and effectiveness.

3.1 Prompt Engineering Stage
In this phase, we designate ChatGPT as a prompt engineer that
matches problems with relevant content in the Knowledge Library
based on their tags. ChatGPT generates Knowledge-aware prompt
to guide the solution of the problem. Let 𝑄 represent a problem, 𝑃
as a Knowledge-aware prompt, 𝐾 stand for the Knowledge Library,
𝐾 ′ denote a knowledge description, and 𝑋 signify as example sets
for prompt generation, i.e., 𝑋 =

{〈
𝑄𝑥 , 𝐾

′
𝑥 , 𝑃𝑥

〉}𝑛
𝑥=1. Consequently,
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Figure 1: Overview of KareCoder.

the generation of knowledge-aware prompt is defined as:

𝑓 (𝑃 | 𝑄,𝐾,𝑋 ) ≜ 𝑓
(
𝑃 | 𝑄,𝐾 ′, 𝑋

)
·𝑚

(
𝐾 ′ | 𝑄,𝐾

)
(1)

Here, 𝑓 represents the generative task executed by ChatGPT,
and𝑚 symbolizes the task of knowledge matching.

3.2 Prompt Engineering Stage
In this stage, ChatGPT acts as the coder, reading and understand-
ing the problem and Knowledge-aware prompts from the Prompt
Engineer. Subsequently, ChatGPT proceeds to write the code. This
phase aims to transform natural language Step-by-Step prompts
into executable programs. Let𝑄 symbolize the problem, 𝑃 represent
the Knowledge-aware prompt, 𝐶 denote the generated code, and 𝑌
as a set of code generation examples, i.e., 𝑌 =

{〈
𝑄𝑦, 𝑃𝑦,𝐶𝑦

〉}𝑛
𝑦=1.

The prompt-based code generation is defined as:

𝑓 (𝐶 | 𝑄, 𝑃,𝑌 ) (2)

The Knowledge-aware Code Generation can be encapsulated as:

𝑓 (𝐶 | 𝑄,𝐾) ≜ 𝑓 (𝐶 | 𝑄, 𝑃,𝑌 )·︸            ︷︷            ︸
Generate-Code

𝑓 (𝑃 | Q,K′,X)·︸             ︷︷             ︸
Generate-Prompt

𝑚(𝐾 ′ | 𝑄,𝐾)︸          ︷︷          ︸
Match-Knowledge

(3)

4 EVALUATION
We assessed KareCoder on CodeF post2021-9 by using “gpt-3.5-
turbo-0613” ChatGPT. We conducted comparisons with ChatGPT
[4], Self-plan [6] and SCoT [7] to validate KareCoder’s superiority
by Pass@k metric. After extensive tests, we choosed 1-shot, tem-
perature=1, and top_p=1 configuration, generating five solutions
for each problem to compare the Pass@1, Pass@3 and Pass@5 met-
rics. Notably, Pass@1 is especially important as it aligns more with
practical application needs.

Table 1 presents results from experiments on CodeF post2021-9
dataset and its Simple, Medium, and Hard subsets. These experi-
ments validate the efficacy of incorporating programming knowl-
edge. KareCoder outperformed ChatGPT, Self-plan, and SCoT in
Pass@1 due to integrating algorithms and data structures knowl-
edge, enhancing the abilities of LLMs. However, in Pass@3 and
Pass@5, Self-plan, SCoT, and KareCoder didn’t surpass ChatGPT, as
these methods’ prompt-based approach limits solutions’ diversity.

Table 1: Performance Comparision

Method Simple Medium

Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5

ChatGPT 26.1 39.8 46.2 7.0 15.0 19.5
ChatGPT+Self-Plan 28.5 31.8 33.6 5.1 7.6 8.4
ChatGPT+SCoT 19.1 24.3 25.2 6.4 11.3 13.1
ChatGPT+KareCoder 30.5 38.8 41.8 10.5 14.4 16.4

Method Hard ALL

Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5

ChatGPT 6.0 10.4 12.4 12.9 22.4 26.9
ChatGPT+Self-Plan 7.3 8.6 9.0 14.2 17.3 18.3
ChatGPT+SCoT 7.7 11.6 12.4 11.2 14.2 15.0
ChatGPT+KareCoder 7.4 11.1 12.5 15.9 19.8 21.3

5 CONCLUSION AND FUTUREWORK
The paper presents KareCoder, a system for integrating program-
ming knowledge in code generation. We developed CodeF dataset
for the evaluation of LLMs and a Knowledge Library encompassing
algorithms and data structures knowledge. Our research explored
how to embed knowledge into code. Looking ahead, our future
endeavors will focus on new knowledge integration methods and
enhance the Knowledge Library.
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